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We report on the results of a simulation based study of the effect of various experimental artifacts for
spin I = 1 double quantum filtered NMR. The simulation captures the effects of static field inhomogeneity,
finite pulse widths, phase errors, transients and radio frequency field inhomogeneity. We simulated the
spectral distortions introduced under these errors for four, eight and sixteen step phase cycles that are
well known in the NMR community. The dominating pulse errors are radio frequency field inhomogene-
ity and antisymmetric pulse transients. These errors result in the reduction of signal intensity as well as
an introduction of distortions in the detected double quantum filtered spectrum. Using the simulation
tool we studied the improvement one obtains when implementing a sixteen step phase cycle over a four
step phase cycle. The results indicate that implementing a sixteen step phase cycle over an eight or four
step phase cycle does not result in a significant reduction in the DQF intensity loss, or reduction in spec-
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tral distortions for antisymmetric transients.
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1. Introduction

The local ordering of water in many biological systems is known
to play a critical role in structure and function. Among various
methods, deuterium double quantum filtered (DQF) nuclear mag-
netic resonance (NMR) is a powerful experimental scheme for
characterizing anisotropic motion of nuclear spins resulting from
local ordering [1]. The method has been implemented with great
success in a wide range of systems. For example, the technique
has been used to study motional anisotropy of water in blood ves-
sels [2], the dynamics of water in tendon [3], the interaction of
water within a purple membrane suspension [4], to detect anisot-
ropy in cartilage [5,6] and to discriminate between various com-
partments in sciatic nerve [7]. More recently the experimental
scheme has been applied to study spinal disc degeneration [8]. A
review of recent achievements in DQF NMR is given in Ref. [9].

Bodenhausen, Kogler and Ernst proposed a general procedure to
design phase cycles that select desirable coherence transfer path-
ways while suppressing undesired pathways [10]. To date, various
phase cycling schemes have been developed to select double quan-
tum coherence while suppressing single and zero quantum coher-
ence pathways. The pulse sequence shown in Fig. 1 is an example
of a commonly implemented sequence that allows for detecting
double quantum coherence while suppressing single and zero
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quantum pathways for spin I=1 [2,11]. Under perfect experimen-
tal conditions the real component of the DQF spectrum is disper-
sive. However, it is not uncommon to detect a distorted, slightly
asymmetric line shape in experiments. Such spectral distortions
make analysis of DQF spectra challenging, in particular the deter-
mination of the residual quadrupolar coupling. In part, the purpose
of this work is to investigate the source of these distortions by
numerical simulation.

Pulse phase cycling is a well known method to minimize the ef-
fects of instrumental artifacts in a variety of NMR experiments. For
example, the cyclically ordered phase sequence (CYCLOPS) is com-
monly implemented to suppress quadrature images in single pulse
experiments [12]. As a second example, the EXORCYCLE is often
used to compensate for imperfect 180° pulses in spin-echo se-
quences [13]. To date there have been numerous reports for
enhancing multiple quantum filtering that involve a variety of
experimental schemes. For instance, it was shown by Kumar that
a variation in the pulse flip angle allows for distinguishing between
various classes and types of transitions in two-dimensional multi-
ple quantum NMR spectroscopy [14]. An estimate of coherence
transfer leakage as a function of flip angle error was reported by
Jerschow [15] and a phase cycling scheme was recently proposed
by Bachert for reducing static field inhomogeneity effects in triple
quantum filtered sodium MRI [16]. A very useful, and now com-
monly used scheme for enhancing signal to noise involves imple-
menting a 7 pulse in the conventional DQF sequence to refocus
static field inhomogeneity [9]. Multiple quantum filtering can also
be performed via RF gradients as shown by Chuang and Cory [17].
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Fig. 1. A four pulse DQF RF pulse sequence for generating and detecting double
quantum coherence used in this work.

In this work, we report on the results of a simulation based study of
the effects of a variety of instrumental artifacts on spin I=1 DQF
NMR spectroscopy. We also investigate the improvement in sup-
pressing these unwanted distortions when implementing an al-
ready known sixteen step phase cycling scheme compared to
four or eight step cycles.

2. Simulation

The spin I=1 DQF NMR spectra were simulated based on the
pulse sequence shown in Fig. 1. Referring to Fig. 1, 7 is the creation
time of double quantum coherence and ¢ is the double quantum
evolution time. Generally, ¢ is set to be a few ps to minimize signal
loss due to T, pq. After the second 90° pulse double quantum coher-
ence is created and it is then detected by applying a third 90° pulse
whereby the +2 quantum coherence is transformed to —1 quantum
coherence for detection by a quadrature receiver [18]. The 180°
pulse in the sequence is utilized to refocus signal loss caused by
static field inhomogeneity [9]. In practice, the phases of all the
pulses are cycled to suppress zero and single quantum coherence.
In this work we simulated the four, eight, and sixteen step DQF
phase cycles that are well known in the NMR community and are
tabulated in Tables 1-3 respectively.

All simulations were carried out using Matlab. In our model, the
residual quadrupolar coupling constant was set to §,, = 133 Hz, the
spin-spin lattice relaxation, T, was 3 ms, T was 2 ms and é was
10 ps. It should be noted that the parameters were chosen as they
are close to values reported in the existing literature [2,8]. A dwell
time of 500 ps was used and for each spectrum an acquisition time
of 250 ms was simulated. In our study we assumed that the quad-
rupolar interaction is usually much larger than the dipolar interac-
tion and we have omitted the latter from our simulation. For the
purpose of the simulation we assumed a distribution of 50 spins
at different angles 0 for the quadrupolar interaction defined below.

In a large and static magnetic field the quadrupolar interaction
is much smaller than the Zeeman interaction. In this limit the sec-
ular approximation to the first order quadrupolar interaction is
appropriate and is given by [19,20]

Hy = 0,32 —1-1) (1)
where [ is the angular momentum of the spin and wy is the quadru-
polar frequency which is given by

W, = %522[3 cos? 0 — 1] — 17 cos(2¢) sin(0) (2)

Table 1

A four step phase cycling scheme for detecting double quantum coherence for spin
I=1 species. The phase cycle suppresses single and zero quantum coherence and
allows for detecting only double quantum coherence created during time § shown in
Fig. 1.

Step no. b1 b2 ¢3 (2 ¢r
1 X y X X X

2 X y X y -y
3 X y X —X —X
4 X y X -y y

Table 2

An eight step phase cycling scheme for detecting double quantum coherence for spin
I=1 species. The phase cycle suppresses single and zero quantum coherence and
allows for detecting only double quantum coherence created during time 6 shown in
Fig. 1.

Step no. 1 2 $3 (2 br
1 X y X X X
2 X y X y -y
3 X y X —X —X
4 X y X y y
5 —X y X X —X
6 —X y X y y
7 —X y X —X X
8 —X y X -y -y
Table 3

A sixteen step phase cycling scheme for detecting double quantum coherence for spin
I=1 species. The phase cycle suppresses single and zero quantum coherence and
allows for detecting only double quantum coherence created during time é shown in
Fig. 1.

Step no. 1 b2 ¢3 ¢a or
1 X y X X X

2 X y X y -y
3 X y X —X —X
4 X y X -y y

5 —X y X X —X
6 —X y X y y

7 —X y X —X X

8 —X y X -y -y
9 y y X X -y
10 y y X y —X
11 y y X —X y
12 y y X -y X
13 -y y X X y
14 -y y X y X
15 -y y X —X -y
16 -y y X -y —X

In the above expression 0 and ¢ are the usual Euler angles with re-
spect to the static magnetic field and # is the asymmetry parameter.
The quadrupolar coupling constant §,, is given by
3eQ

02z = 4121 - 1) Va 3)
where e is the charge of the proton, Q is the electric quadrupolar
moment of the nucleus and V,, is the component of the electric field
tensor along the azimuth [19]. It should be noted that in this work
we assumed the asymmetry parameter 7 = 0 for simplicity.

Given the spin operators for I =1 proposed by Vega and Pines
[21] Eq. (1) may be written as

Hy = 20(Iys — Iy3) 4)

where I3 = %(IAZ2 — IAyz) and I,; = %(IAXL— IAZZ) defined in [21].
The Hamiltonian for an RF pulse, Hgr, may be written as

Hir = Onellxcos(¢o) + Isin(gho)] (5)

where ¢ is the phase of the RF pulse. By convention ¢q =0 for an x
pulse and ¢ = 90° for a y pulse. The nutation frequency, wpy, is gi-
ven by the expression

By
Wnyt = — 6
= (6)
where S, is the flip angle and 7, is the RF pulse width.

Beginning with spins at equilibrium in the high temperature
approximation, the density matrix is given by p(0) = I,. Following
the pulse sequence in Fig. 1 the evolution of the density matrix was
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computed under any corresponding Hamiltonian by the solution to
the Von Neumann equation

P(tz) = exp[~iH(t, — t:)]p(t1)expliH (2 — t1)] (7)

where t; and t, are two consecutive time periods.

The spin operator for a receiver with a phase ¢, = x is given by
7, = IAX + il,, and 7, = IAy — iIAx for a receiver with a phase of
¢, =Y. Therefore the NMR signal, S(t), as a function of time may
be simulated by computing

S(t) = Trace[l, p(t)] (8)

For any given phase cycle the NMR signal arising from each step
was simulated individually and the final signal was determined
by superposition of the cycles.

3. Results and discussion

In this work we studied the effects of (1) static field inhomoge-
neity, (2) errors in the phase of RF pulses, (3) finite pulse widths
effects, (4) RF pulse inhomogeneity and (5) symmetric and anti-
symmetric RF transients on the DQF spectrum.

(1) Static field inhomogeneity.

A gradient in the magnetic field results in a distribution of Lar-
mor frequencies distributed spatially across the sample. In the
rotating frame the Hamiltonian for the static field, H,, is given by

H, = wo(2)], 9)

where wy(z) is the difference between the Larmor frequency and
the frequency that a spin at position z experiences. In this work, a
linear distribution for wg(z) ranging from —ABg to ABy along z-axis
was assumed using 31 slices. The parameter for modeling the inho-
mogeneity, ABy, was varied from O to 20 Hz. The variation in the
DQF peak intensity as a function of ABy is shown in Fig. 2.

(2) Errors in the relative phases of RF pulses.

DQF Signal [a.u.]

-400 -200 0 200 400

’y Freqency [Hz]

Fig. 3. Imaginary part of the DQF spectra simulated with errors in RF pulse phase,
¢p=0° 10° and 20°. The four step phase cycle tabulated in Table 1 was
implemented in the simulation of the spectra shown.

Given by Eq. (5), the Hamiltonian for an x pulse is ﬁ,;" = wnutIAx. Rel-
ative to the x-axis, we consider phases errors in the y, —y, and —x
axes. The Hamiltonian for a y pulse, for example, is given by the
expression

Hie¥ = One[1€08(, + 90°) + Lsin(e, + 90°))] (10)

For simplicity we assume the phase errors between x and —x or —y
pulse are the same. Thus, the Hamiltonians for —x or —y pulses are
given by

Hie ™ = e [lxcos(¢, + 180°) + I,sin(¢, + 180°)] (11)
Hie ™ = @nuellxcos(¢, + 270°) + Lsin(¢, + 270°)] (12)

With the Hamiltonians above, the simulations were carried out for
different values of ¢, ranging from O to 20°. The simulated DQF
spectra and the measured peak intensities are shown in Figs. 3
and 4 respectively. It is worth noting that the phase error ¢, can

1.050 — : — — [

1.025 -

1000 =--we e e -

DQF Peak Intensity [a.u.]

0.975 — =

1.010 T - T - T T
~— 1.005 — -
=
=&
F=y
=
8
E 1.000 F**—i———-07—-.—”—.”__._”._“47_1 =
—a_]
3
=9
B
(o4
Q 0.995 - -
0.990 | 1 I 1
0 4 8 12 16 20
AB, [Hz]

Fig. 2. Imaginary part of the DQF peak intensity as a function of A By The
parameter ABg characterizes the extent of static field inhomogeneity as discussed in
the text. The DQF peak intensity was determined by measuring the intensity at
= 0 of the DQF spectrum simulated by using the four step phase cycle tabulated in
Table 1. The dashed line is intended to guide the eye and does not represent or
intend to be a fit to the data.
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Fig. 4. Imaginary part of the DQF peak intensity as a function of the errors in RF
pulse phases, ¢, The DQF peak intensity was determined by measuring the
intensity at w = 0 of the DQF spectrum simulated by using the four step phase cycle
tabulated in Table 1. The dashed line is intended to guide the eye and does not
represent or intend to be a fit to the data.
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be characterized by a stroboscopically detected [71,(7/2)x271,
(m/2),,71]" sequence, where 7 is the time between two consecutive
pulses and n is the number of loops [22].

(3) Finite pulse widths effects.

Normally if the RF pulse width, 7, is very short the evolution under
the quadrupolar interaction may be neglected. In practice, under
conditions of weak RF power, one cannot ignore the composite evo-
lution of the quadrupolar and RF Hamiltonians during the pulses.
The composite evolution may result in distortions in the detected
DQF spectrum. For comparison we studied two situations; a simu-
lated DQF spectrum that does not account for the quadrupolar evo-
lution during the pulse, and one that accounts for both Hyr and I/-I\q
during the RF irradiation. For each model, simulations were per-
formed for pulse width values ranging from 1 to 10 ps. The varia-
tion in the DQF peak intensity for both simulations is given in Fig. 5.

(4) RF pulse inhomogeneity.

In realistic situations of inhomogeneous RF fields not all the
spins of a sample experience the same flip angle. This therefore
causes a loss in NMR signal compared with a spatially homoge-
neous RF field. The degree of inhomogeneity can be characterized
by the ratio of the NMR signal intensity after a 450° pulse to that
after a 90° pulse, i.e. [*°°/I°° [23]. In our simulation a Gaussian dis-
tribution of flip angles was implemented as follows

i & _ vl
(Dnut - T exp[ O(Xi] (13)
p
In the above expression « is a coefficient that characterizes the de-
gree of inhomogeneity in the ith slice. The case « = 0 is for a homo-
geneous RF field, x; is the coordinate along the x-axis and was
assumed to be linearly distributed and set to 31 slices. The Hamil-
tonian for the RF pulse in the ith slice is then given by

Hiy = (1 cos(go) + I sin(o)] (14)

To compute the DQF spectra we performed the evolved density
matrix under the pulse sequence shown in Fig. 1., in each RF slice.
The total DQF spectra was then determined by superposition of the
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Fig. 5. Imaginary part of the DQF peak intensity at & =0 as a function of the RF
pulse width, t,. Open squares represent the DQF peak intensity simulated without
considering the effect of finite pulse widths and filled circles show the results
simulated with the effect of finite pulse widths. Both simulations used the four step
phase cycle tabulated in Table 1. The dashed lines are intended to guide the eye and
do not represent or intend to be a fit to the data.
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Fig. 6. The correlation of the parameter o which was used to model the RF
inhomogeneity, defined by Eq. (13), and the ratio of signal intensity for a 450° pulse
to a 90° pulse, I*°°/I°°, that can be experimentally determined. The dashed line is
intended to guide the eye and does not represent or intend to be a fit to the data.

31 slices. In our simulation we varied o from 0 to 2 (corresponding
to a ratio, I**°/I°° = 1 to 0.49), the resulting DQF spectra are shown
in Fig. 7. Fig. 6 shows the correlation between the parameter « and
1*39/1°°, The data shown in Fig. 6 were determined by a simulation
of a single pulse under the conditions of RF inhomogeneity for dif-
ferent values of o. The DQF peak intensity as a function of 1%/ is
shown in Fig. 8.

(5) Symmetric and antisymmetric RF transients.

For a pulse applied along the x-axis an RF transient may exist that
may be modeled by y-phase RF irradiation that may occur before
and after the x pulse. If the phases of these artifacts are the same,
i.e. y and y, the distortion is termed a symmetric transient. If the
phases are opposite, i.e. y and —y, the distortion is known as an anti-
symmetric transient [22]. In this work the Hamiltonians for these
artifacts are modeled by the following expressions

HLy = Onullxcos (i +90°) + Tysin(g + 90°)] (15)
Hir = Onaellx€os(¢g) + I sin(ghy)] (16)
H = +OnutlTc0s(¢hg + 90°) + L sin(py + 90°)] 17)

The definition of the time durations of the Hamiltonians for any gi-
ven pulse are as follows:

—

b
0<t<et, Hg

ET, <t <Tpy+8T, Hge (18)
Tp+ETp <t <Tp+261, Hpy

The model that we are implementing for the phase transients is
similar to that used by Vega in studies of phase-modulated multi-
ple-pulse sequences for homonuclear decoupling in solid-state pro-

ton NMR [24]. In the above expressions H%, and E,‘; model the
transient artifacts before and after the main pulse that is given by
IfI;. The parameter &7, above is a constant that determines the
duration that the RF transient is on, and in our model the * sign
in front of Hy. determines if the transients are symmetric or anti-
symmetric. It should be noted that effects of RF transients may be
experimentally characterized by a flip-flop sequence by measuring
a parameter J; [25,26]. The relation between J; and ¢ in our model is
given by average Hamiltonian theory as follows [25]:
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Ji = —e0nu Ty = —€m/2 (19)

The first order term of the Magnus expansion for the antisymmetric
transients for our model in the flip-flop sequence is given by

Hy =11 /Te(la = Iya) (20)

It should be pointed out that the model for the RF transients is
different from that used in the work by Rhim et al. [25]. The
assumption in their work was that the RF transients were on
throughout the entire pulse, whereas our model assumes the
transients are on before and after the main RF pulse. For simplicity
we assumed that the amplitude of the RF transients are same as the
main pulse itself. In our simulation, the 7 pulse had twice the inten-
sity of a /2 pulse and the duration of the 7 pulse was kept the same
as that of a w/2 pulse. The transients for the 7 pulse, in our model,
were also double in intensity compared to a /2 pulse. The time
duration of the transients in both cases of a = and 7t/2 pulse are kept
the same. The assumptions of this model are justified if one were to
experimentally tune a 7 pulse relative to a 7t/2 pulse by varying the
RF power, rather than the time duration of the pulse. We simulated
both symmetric and antisymmetric transients with ¢ ranging from 0
to 0.2. The measured DQF intensity from both symmetric and anti-
symmetric cases are plotted in Fig. 9 as a function of ¢. The DQF
spectra simulated from the antisymmetric RF transients are shown
in Fig. 10.

We highlight the spectral distortions introduced by the above
artifacts by providing examples of the imaginary component of
the DQF spectra as well as the intensity from the imaginary com-
ponent at w =0. Fig. 2 shows that the change in the DQF peak
intensity is within 0.2 percent when the static field inhomogeneity,
AB,, is as large as 20 Hz. Fig. 4 reveals that the change in the inten-
sity is less than 2 percent even when the phase error between
x- and y-pulses is as much as 20°. Fig. 5 highlights that the change
in intensity due to finite pulse width effects. The simulation indi-
cates the difference is only 0.3 percent when 7, is as long as
10 ps. It is clear from Figs. 2, 4 and 5 that the effects of the above
three artifacts on the DQF signal appear to be negligible.

Referring to Fig. 3 a distorted DQF spectrum is observed once a
phase error is introduced. Although the distortion is small it be-
comes evident when ¢, = 20°. These results show that phase error
artifacts can change the line shape of the DQF spectrum. As dis-
cussed below, compared with artifacts (4) and (5) the degree of
the distortion appears to be fairly small. It is worth noting that
the DQF spectra simulated with artifacts (1) and (3) do not show
a significant spectral distortion and are not shown.

Fig. 7 shows the DQF spectra simulated by varying the RF inho-
mogeneity parameter, [*°°/I°°, from the four step phase cycle. As
the inhomogeneity increases, apart from the decrease in intensity,
a small distortion in the DQF line shape is also observed. It should
be pointed out that the distortion shown in the figure cannot be
corrected by phasing the data. Referring to Fig. 7, the signal inten-
sities from the four step phase cycle are indicated in filled circles in
Fig. 8. Comparing the intensities measured at the homogeneous
condition, i.e. I*°9°°=1, and at a grossly inhomogeneous case,
i.e. 1590 = 0.49, the DQF signal is decreased by approximately
33 percent. This reveals that the RF pulse inhomogeneity can re-
duce the DQF signal substantially.

In Fig. 9 we show the results of the four step DQF phase cycle
simulation for symmetric and antisymmetric transients. In Fig. 9
at ¢ = 0.2, the intensity change for symmetric transients is approx-
imately only 20 percent. However, for antisymmetric transients at
any given value of ¢ the DQF peak intensity loss is much larger. For
example, at £¢=0.2 the loss in signal intensity is 110 percent for
antisymmetric transients. Thus antisymmetric transients appear
to have a more significant effect. It should be pointed out that
the metric used for measuring peak intensity involves taking the

20
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DQF Signal [a.u.]
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H Frequency [Hz]

Fig. 7. Imaginary part of the DQF spectra simulated with RF pulse inhomogeneity
artifacts, I*°°/1°° = 1, 0.83, 0.49. The four step phase cycle tabulated in Table 1 was
implemented in the simulation of the spectra shown. The distortion shown cannot
be corrected by phasing the data.
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Fig. 8. Imaginary part of the DQF peak intensity at & = 0 as a function of I*°°/I°C, a
parameter that characterizes the RF inhomogeneity as described in the text. The
result of using the four step phase cycle are indicated with filled circles, open
triangles for the eight step cycle and open squares for sixteen step phase cycle. The
dashed lines are intended to guide the eye and do not represent or intend to be a fit
to the data. The data have all been normalized for the different phase cycling
schemes to the intensity when no artifact is present (i.e. [**%/° = 1).

value at @ = 0. In some cases the transients result in a large distor-
tion of the spectra such that the signal intensity becomes negative
at « =0. Examples of the corresponding spectral distortions for
the case of antisymmetric transients are shown in Fig. 10. Referring
to Fig. 10, the simulation results show that there is a T dependence
in the spectral distortion. Our results show the DQF spectra for
t=2ms and 7 =6 ms. For example, when &£=0.16 the shape of
the spectra is much different at the two different 7 values that
we studied. Careful examination of the spectra, particularly at
¢=0.16 for T = 6 ms, reveals that the distortion cannot be corrected
by phasing the data. The shape of the spectra will depend on the
strength of the residual quadrupolar coupling constant, which
gives a different T dependence in the DQF spectra. It should be
pointed out that if a system contains a distribution of environ-
ments with different quadrupolar coupling constants that the
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Fig. 9. Imaginary part of the DQF peak intensity at @ =0 as a function of &, as
described in the text. Filled marks indicate the results simulated with symmetric RF
pulse transients and open marks for antisymmetric transients. The results of using
the four step phase cycle are shown as circles, squares for eight step cycle and
triangles for the sixteen step phase cycle. The dashed lines are intended to guide the
eye and do not represent or intend to be a fit to the data. The symbols of symmetric
four step cycle (filled circles) are obscured by those of symmetric eight step cycle
(filled squares).
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Fig. 10. Imaginary part of the DQF spectra simulated with four antisymmetric
transient conditions, ¢ =0, 0.1, 0.16 and 0.2 as described in the text. The four step
phase cycle tabulated in Table 1 was implemented in the simulation of the spectra
shown for Top. 7 =2 ms and Bottom. 7 = 6 ms. The results show a decrease in DQF
intensity and a spectral distortion as the transients increase and are dependent on 7.

DQF spectra may be further distorted due to the superposition of
the individual DQF signals.

In summary, from the simulations using the four step DQF
phase cycle, we found the effects of RF pulse inhomogeneity and
transients on the DQF spectrum are dominant. We performed a
similar simulation using the eight and sixteen step phase cycles gi-
ven in Tables 2 and 3 and describe the results of this simulation
below.

Fig. 8 shows that the eight step phase cycle produces similar re-
sults as the four step phase cycle when considering RF inhomogene-
ity effects. By implementing the sixteen step phase cycle over the
eight or four step phase cycle the effects of RF pulse inhomogeneity
on the DQF signal appear to be reduced. The simulation results re-
veal that one may enhance the signal intensity by approximately 5
percent when applying a sixteen step phase cycle over a four step
phase cycle with grossly inhomogeneous RF fields.

Fig. 9 highlights results from the eight step phase cycle and six-
teen step phase cycle for symmetric and antisymmetric phase tran-
sients. For the four step phase cycle the reduction of the DQF
intensity from ¢ = 0 to ¢ = 0.2 is measured to be 20 percent for sym-
metric transients and 110 percent for antisymmetric transients.
For the eight and sixteen step phase cycles they are approximately
the same. From these results two trends are clear. First, the effect
of antisymmetric transients are again greater than that of symmet-
ric transients for any given phase cycling scheme. Second, for the
same type of RF transients the sixteen step phase cycle does not
do significantly better at minimizing the signal intensity loss com-
pared to the four step phase cycle.

As discussed above, the DQF line shape was also effected by the
phase cycle. To further investigate these distortions, DQF spectra
simulated with the four and sixteen step phase cycles are pre-
sented in Figs. 10 and 11. Fig. 11 shows the simulation results for
antisymmetric transients with ¢ =0, 0.1, 0.16 and 0.2 using the six-
teen step phase cycle. Comparing Figs. 11 and 10, there are some
differences in the preservation of the symmetry of the line shape
by implementing the sixteen step phase cycle over the four step
phase cycle. These differences are not clearly evident from Fig. 9,
that only shows the DQF peak intensity at w=0. For ¢=0.2 for
example, the four step phase cycle spectrum is skewed whereas
the spectrum for the sixteen step phase cycle is also skewed, but
differently. Fig. 12 shows the spectra simulated with the four, eight
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w

H Frequency [Hz]

Fig. 11. Imaginary part of the DQF spectra simulated with four antisymmetric
transient conditions, ¢ = 0, 0.1, 0.16 and 0.2 as described in the text. The sixteen step
phase cycle tabulated in Table 3 was implemented in the simulation of the spectra
shown. The results show a decrease in DQF intensity and a distortion of spectral line
shape as the transients increase.
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Fig. 12. Imaginary part of the DQF spectra simulated with an RF pulse inhomo-
geneity artifact of *°°/[°°=0.49. The four, eight, and sixteen step phase cycles
tabulated in Tables 1-3 were implemented respectively in the simulation of the
spectra shown.

and sixteen step phase cycles under a gross RF inhomogeneity of
*°%/1°° = 0.49. The results show that the spectral distortion is al-
most the same for all three phase cycles and therefore unlike the
results obtained from RF transient artifacts. These results indicate
that the line shape distortions arising from RF inhomogeneity ef-
fects are not sensitive to the three phase cycles we examined.

4. Conclusion

In this work we report on the effects of field inhomogeneity and
a variety of pulses artifacts on spin I =1 DQF NMR by simulation.
Our results indicate that in the limiting case of a weak residual
quadrupolar interaction, which is commonly encountered in DQF
experiments, the static magnetic field inhomogeneity, phase errors
and finite pulse width effects are negligible. However, RF pulse
inhomogeneity and transients are two artifacts that cause a
substantial loss in the DQF signal intensity as well as significant
spectral distortions. For RF pulse transients, the effects of antisym-
metric transients are greater than that of symmetric transients. We
also simulated the potential improvement one obtains by imple-
menting an eight and sixteen step phase cycling scheme when RF
pulse inhomogeneity and transients are present. It is expected that
reduction in spectral distortions may be achieved by applying
more advanced phase cycling schemes or by constructing symmet-
ric cycles that remove unwanted pulse distortions to first order of
the Magnus expansion [26].
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